A Novel Approach for Caching Item Sets in Database Systems Using Similarity Graph and Page Rate Algorithm
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Abstract: In this paper, we present a novel approach for caching large data sets. We make a similarity graph and rank the items according to their relationships and importances. Finally we compare our method with Least Recently Used (LRU) and Least Frequently Used (LPU) Algorithms. Results show great performance of our approach.
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1. Introduction

Caching important items in database systems is very important issue in large datasets. Caching algorithm can be more intelligent toward importance and effectiveness of items. Moreover, this enhancement improves database reliability and decreases the over head of repetitive accesses to slow storages. Discovering the most important repetitive items plays a major role in our caching algorithm.

There are many algorithms to discover the repetitive items. Apriori-category algorithm and FP tree is two important ones. Apriori-category algorithm is based on candid items. Moreover, it needs too many traverse of the database. On the other hand, FP tree algorithm does not need keeping many candid items and it just traverses the database twice. While the FP tree algorithm shows great performance in comparison to Apriori-category algorithm, it is inefficient when the repetitive item sets are too much and the support threshold of repetitive items is low [1].

The demerits of previous algorithms show a need for a more efficient and faster algorithm. In this paper, we present a dynamic algorithm to discover the most frequent items according to the similarity graph and page rate algorithm. Our algorithm needs two traverses for constructing the graph items and ranking them. Like FP Tree algorithm [3], we don’t need any candid items and we don’t consider any threshold, since we don’t restrict the number of caching items.

In the following sections, we describe the constructing of Items Graph [2] and Page Rate algorithm [4]. This algorithm engages the relation among pages in addition to their frequencies. This leads to improvement in accuracy of the prediction pages. Finally we perform our experiments and compare our results.

2. Repetitive Items Sets Graph Construction

Items Sets Graph is an undirected graph. The vertexes are sets of \( V = \{V_1, V_2, \ldots, V_n\} \). Every vertex has two properties. The name, which denotes to the name of the item. Moreover, the number, which counts the number of occurrences of items in database transactions. \( E \) denotes to the edges of the graph. \( E < i, j > \) shows that two items have been repeated in a transaction. The number represents the number of repetitions.

We traverse the database transactions for constructing the graph. Every transaction is consisting of:

\[
T = \{TID, itemsets\}.
\]

\( TID \) is transaction ID and itemsets are repetitive items. If two items \( A, B \) occurs in one transaction, it will have one edge in similarity graph.

Moreover, the number shows the number of common repetitions in other transactions.

Suppose, we have ten transactions as shown in the following table.

<table>
<thead>
<tr>
<th>Table 1. Repetitive items list</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transaction Number</td>
</tr>
<tr>
<td>T1</td>
</tr>
<tr>
<td>T2</td>
</tr>
<tr>
<td>T3</td>
</tr>
<tr>
<td>T4</td>
</tr>
</tbody>
</table>
The following table shows the Items and their supporting transactions.

<table>
<thead>
<tr>
<th>Items</th>
<th>Transaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>I1, I3</td>
<td>T4, T5, T7, T8, T9, T10</td>
</tr>
<tr>
<td>I2</td>
<td>T1, T2, T3, T4, T6, T8, T9</td>
</tr>
<tr>
<td>I3</td>
<td>T3, T5, T6, T7, T8, T9</td>
</tr>
<tr>
<td>I4</td>
<td>T2, T4, T10</td>
</tr>
<tr>
<td>I5</td>
<td>T1, T8</td>
</tr>
</tbody>
</table>

The following Figure shows the result of our sample.

Figure 1. Item Sets Similarity Graph

### 3. Page Rate Algorithm

After, finding the relations and importance of items in our transactions, we rank the pages for better caching algorithm. The algorithm we use to rank pages affects highly on the caching efficiency. Therefore, we need to engage the relationships among items in addition to importance and frequencies of them. We use Page Rate algorithm as described in [4]. Ranking of items are based on the following formula:

\[
\text{Rank}(I_i) = \eta \cdot \text{Rank}(I_i) + \sum_{j=1}^{n} \sum_{k} \text{Rank}(I_j) \cdot \text{L}(i,k)
\]

\(\eta\) is the factor of effectiveness of number of transactions which is high in our implementations. \(\text{L}(i,k)\) is the edge of \(I_i\) to \(I_k\) in the graph. This ranking performed recursively to reach a predefined accuracy. We select best ranked items according to our caching size.

### 4. Efficiency Analysis of the algorithm

For evaluating the cost of our algorithm, we consider time and place complexity. The amount of place our algorithm occupies is for saving the graph which is the number of transactions \(n\) and the number of edges \(k\), this is much more efficient than Apriori-category algorithm. Moreover, considering the time complexity, it takes \(O(n)\) for constructing the graph and \(O(n \cdot k)\) for ranking the items. \(k\) is the number of neighbor vertexes. Therefore, this is much more efficient than Apriori-category algorithm and its similar methods.

### 5. Experimental Results

In this section, we evaluate our caching algorithm. We use data base of MovieLens [5]. Movie Lens is a web system created in 2003. This site has 4000 active users and 6000 products. We have selected 10000 records of them with 1700 products and put 8000 of them for training set and 2000 for test data set.

We use Hit rate parameter as follow:

\[
\text{HitRate} = \frac{\sum_{i} \text{Item, } i \in \text{testset and } i \in \text{cachingset}}{\sum_{i} \text{Item, } i \in \text{testset}}
\]

We use Least frequently method and Least recently method which discard the least frequent and recent items. Then, we compare them with our proposed methods. As results show, with increasing number of caching items, the hit rate is improved. While, in small caching sizes, our proposed method is more efficient and accurate.

The following table shows our comparisons.

<table>
<thead>
<tr>
<th>Caching Size</th>
<th>Our proposed Method</th>
<th>Hit Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.295128292</td>
<td>0.160224</td>
</tr>
<tr>
<td>200</td>
<td>0.466203233</td>
<td>0.289251</td>
</tr>
<tr>
<td>300</td>
<td>0.59494744</td>
<td>0.433876</td>
</tr>
<tr>
<td>400</td>
<td>0.685995253</td>
<td>0.548774</td>
</tr>
<tr>
<td>500</td>
<td>0.762461851</td>
<td>0.646038</td>
</tr>
</tbody>
</table>
The following Figure illustrates the comparison.

![Proposed Method with LFU and LRU Algorithms](image)

**Figure 2.** Proposed method with LRU and LFU caching Algorithms.

**Conclusions**

This paper introduced a new method for caching repetitive items in large databases. We used similarity graph and our Page rate algorithm to include the best items for caching. We compared our results with two famous caching algorithms, LFU and LRU. Results have shown better performance of our proposed method. This privilege is higher when the cache size is more limited.
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